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This deliverable describes the implementation of the Universal Machine Learning Analysis
Utility (UMLAUT) prototype. We describe the implementation of our design decisions, the use
cases for the system, as well as its performance implications on Integrated Data Analysis (IDA)
pipelines. In this deliverable, we use terminology, definitions, and explanations from the
official UMLAUT documentation, and its GitHub repository [1][2].

1 Introduction

The DAPHNE project focuses on creating a system for processing Integrated Data Analysis
(IDA) pipelines. To evaluate the end-to-end performance of the system, we have conducted a
survey of the state of the art in high performance computing (HPC), big data (BD), and
machine learning (ML) benchmarks [3]. We find that the data analytics libraries and
applications have been incorporating aspects from multiple domains to optimize the runtime
performance and capabilities of the pipelines. However, there is a limited convergence across
the benchmarking toolkits in these domains.

To evaluate IDA pipelines, we need to create an end-to-end toolkit that will encompass the
different benchmarking aspects from the three domains. In Deliverable 9.2 - Initial
Benchmark Concept and Definition, we have outlined the definition and specification of such
a benchmarking toolkit [16].

Based on that concept, we created the Universal Machine Learning Analysis Utility (UMLAUT),
a prototype of an end-to-end benchmarking toolkit for IDA pipelines. It consists of a tracker
system for different sets of metrics, a database that persists the collected measurements, a
command line interface, and a visualization tool that generates plots for result analysis.

In this deliverable, we present the first prototype of UMLAUT and its implementation.
Specifically, we cover the implementation of the benchmarking aspects, metrics, and
supported workloads. The benchmarking toolkit is implemented as a command line interface
tool, that enables users to execute benchmarking workloads, but also analyze the collected
measurements. Furthermore, the collected measurements can be visualized with the same
tool.

With UMLAUT, we enhance the DAPHNE system with detailed runtime tracing and analysis of
the system performance in multiple stages and with various metrics. By providing a detailed
performance analysis, we open new research opportunities for innovation in various stages of
the system stack, as well as implementation of different use cases.

UMLAUT is designed to analyze and benchmark Python IDA pipelines and scripts written in
the DAPHNE Domain Specific Language (DSL). Throughout this document, we present the
use cases covered in the prototype design phase, and showcase UMLAUTs capabilities to
present some initial results. The used Python pipelines are derived from the DAPHNE Use
Cases (UC 1) and various open-source pipelines. The DSL scripts cover various
implementations of relational and HPC operators, such as SELECT, GROUP, JOIN, and matrix
addition.
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This deliverable is structured as follows. In Section 2, we present the UMLAUT system
prototype, its design, and implementation. These include the benchmarking aspects
considered, the metrics implementation, the data model, and the overall toolkit design. In
Section 3, we outline two use cases for the benchmarking toolkit, i.e., benchmarking Python
pipelines and benchmarking DAPHNE DSL Scripts. Finally, we conclude the deliverable report
with a summary of the system.

2 UMLAUT - System Prototype

In this section, we introduce the Universal Machine Learning Analysis Utility (UMLAUT), our
end-to-end benchmarking system prototype. In Section 2.1, we introduce the system
requirements for the benchmarking toolkit. In Section 2.2, we describe the benchmarking
aspects of UMLAUT introduced in Deliverable 9.2. Afterward, we describe the implementation
of the aspects into metrics in Section 2.3 before we present the implementation of the data
model introduced in Deliverable 9.2 and the overall toolkit design in Section 2.4. We explain
how to install UMLAUT in Section 2.5, how to integrate it in Section 2.6, how to use the
UMLAUT's command line interface in Section 2.7, and provide example visualization in
Section 2.8.

2.1 System Requirements

In Deliverable 9.2 [16], we described the key requirements of the benchmarking toolkit, with
respect to the coverage of IDA pipelines, benchmarking aspects, system under test and
workloads. In this section, we present a condensed summary of the requirements, providing
the necessary context for the implementation details of the benchmarking toolkit in the

following sections.

2.1.1 IDA Pipelines
Integrated Data Analysis Pipelines consist of three distinct stages: computation, data
processing, and training. For each stage, separate applications and frameworks can be
integrated into a single IDA pipeline. To evaluate the performance of each stage of the
pipeline, the toolkit needs to measure the performance of the individual applications, and the
integrated frameworks. UMLAUT toolkit is required to measure the IDA pipeline on the

application and middleware layers.

)

N

.1.2 Benchmarking Aspects - Specification

In D9.2, we specify that the benchmarking toolkit needs to cover several benchmarking
aspects of an IDA pipeline. To demonstrate the convergence of the application and
middleware systems that make an IDA pipeline, the benchmarking toolkit needs to capture
the end-to-end performance, and the performance of individual stages of the pipeline.

2.1.3 System under Test

We define the System under Test for our benchmarking toolkit in a modular fashion. As
stated in Section 2.1.2. the toolkit needs to evaluate system performance on different
granularities. To this end, we specify the system under test as one of the following: an
individual method call, individual system operators spanning multiple methods and pipeline
stages, and complete pipelines.

DAPHNE — 957407
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In the prototype phase of the development, UMLAUT supports the following workloads, as
shown in Deliverable 9.2 [16]:

e Data cleaning and preparation workloads — part of the data preprocessing stage of an
IDA pipeline;

e Machine learning model training — part of the training stage of an IDA pipeline;

e Inference — part of the computation stage of an IDA pipeline.
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As shown in Deliverable 9.1 and in our survey of Big Data, High Performance Computing, and
Machine Learning Systems benchmarks [3], current benchmarks are evaluating only individual
aspects of a data processing pipeline, and only marginally overlapping with any of the other
stages. Big Data, High Performance Computing, and Machine Learning Systems consist of
several stages, which can often overlap across domains. Evaluating any IDA pipeline for sev-
eral aspects would require using multiple benchmarking toolkits to capture the complete
performance footprint of the pipeline.

UMLAUT includes all aspects of an IDA pipeline. To achieve this, we implement supervised
and valued metrics, the first of which provide an insight into end-to-end performance, such
as: overall runtime, memory and energy consumption, as well as an overview of the resource
utilization. On the other hand, we also collect domain specific, valued metrics, that collect
measurements during the runtime, and are dependent on a particular stage of the pipeline.
Such metrics include: hyperparameter sets, time-to-accuracy, per-epoch/stage loss, and simi-
lar.

The metrics are implemented in modular fashion, meaning that the user can decide which
measurements will be collected based on the stage of the pipeline. A supervised measure-
ment may be performed during a single method execution, during the execution of a group
of methods for stage measurement, or throughout the complete pipeline. This allows both,
coarse- and fine-grained performance analysis based on the evaluated methods in the pipe-
line.

The valued metrics, on the other hand, are tracked inside of a method, collecting measure-
ments based on parameters generated during the method runtime. We present the metrics
and their implementation in more detail in Section 2.3.

2.3 Benchmarking Metrics

In UMLAUT, we collect two types of benchmarking metrics, supervised and valued metrics.
Supervised metrics evaluate the end-to-end performance of the system, with respect to time
and resource consumption. Valued metrics are measured during the runtime and their values
depend on the particular stage of the pipeline. In this section, we present their

implementation in UMLAUT.

Supervised Metrics
With the supervised metrics, we capture the system performance, with regards to runtime,
throughput, latency, CPU, memory, and energy consumption. The measurements for all
supervised metrics are collected by decorator functions that annotate the methods that the
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toolkit needs to evaluate. Tracking a single method, or a set of methods in a pipeline allows
us to perform both fine and coarse-grained performance analysis.

By benchmarking a single method, we can detect any bottlenecks caused by it, whereas when
benchmarking multiple stages or the whole pipeline, we can analyze the end-to-end

performance of the system. In Table 1, we provide a list of all supervised metrics and their
implementation.

Type Description



