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In D1.4 DAPHNE project team describes the progress made until project month 24, particularly
the work done in project year 2 (M12/Dec 2021 — M24/Nov 2022) and even more specifically
between M18/June 2022 — M24/Dec 2022, as the 1% Periodic Report has covered similar topics
until M18.

First, this report refers to the structure and purpose of the document. Second, D1.4 outlines
the main objectives in DAPHNE and what DAPHNE consortium has done to reach those targets.
Third, this annual report presents an overview of achievements across the work packages 1 to
10, particularly addressing the work in the 2" project year in section 4 pointing out to year 2
project highlights. Finally, an outlook is provided, and next steps are being addressed. The
purpose of this document is therefore to provide an overview of DAPHNE project until M24,
with an emphasis on updates of project year 2.

This section shows the strategic objectives and the work of DAPHNE consortium towards
these objectives in the 2" project year.

After an orientation phase including initial discussions and feasibility studies, the project
consortium started already in February 2021 building an MLIR-based prototype of the DAPHNE
system architecture, DSL, and related APIs. Partners in WPs 2 and 3 defined the overall
architecture, language abstractions, and optimizing compiler. WPs 3, 4, and 5 designed and
implemented initial runtime kernels and system support for local and distributed computation,
as well as a vectorized (tiled) execution engine, which allows operator fusion, different task
scheduling strategies, and code generation. In year 2 the system architecture has been
successfully completed (see D2.2 [1]). Partners can now work in parallel on different
components of the system architecture in their specific WPs. In addition, an initial
documentation of the APIs and DaphneDSL was written and published in the context of
DAPHNE 0.1 release. In this way we have worked towards the major goal of developing an
open and extensible reference implementation of the necessary compiler and runtime
infrastructure to simplify the integration of current and future state-of-the-art methods.
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The second strategic objective aims at increasing the utilization of available computing infra-
structure such as compute clusters, heterogenous hardware devices, and even exploit modern
storage and memory technologies. To achieve this goal WP5 has engaged in the development
of static (compile-time) and dynamic (at run-time) scheduling techniques and is also in the
process of devising intelligent task planning by leveraging interesting data characteristics such
as sorting, redundancy, and sparsity.

In WP 6 development of input and output (I/O) primitives is conducted to add support for
computational storage devices and in WP7 kernels are implemented to leverage the compute
power of hardware accelerators like graphics processors (GPU) or field-programmable gate
arrays (FPGA). Furthermore, these devices should also benefit from code generation which is
another challenge tackled in this WP.

WPs 8 and 9 have analyzed and categorized existing benchmarks and real-world use cases
provided by our project partners to get an overview of the variety of real-world use cases and
datasets and how they have been covered in benchmarks so far. Based on the resulting insights
of this work, we have defined DaphneBench and started with the initial development of a
benchmarking toolkit. Both the definition and the toolkit are generic and able to cover a variety
of integrated data analysis pipelines.
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This section provides an overview of the progress made in year 2 throughout the work
packages.

[M1-M48]

This WP seeks to facilitate high-quality environment for research activities to thrive, to keep
track of reporting and deliverables and to improve communication throughout the consortium,
the European Commission and beyond. In this section WP1 Lead KNOW reports about the
objectives of WP1 and the work towards those objectives in project year 2.

Regarding the main objectives of this WP (1) to act as the communication interface with the
European Commission, DAPHNE project management has sought to share information
effectively via the EU portal, reporting on all relevant continuous reporting items (deliverables,
milestones, risks, publications, dissemination and communication, patents/IPR, innovation,
open data, gender, ABS regulation) and communicate with the project officer (PO) on relevant
topics such as organizing meetings (organization of general assembly and Review meeting)
asking for changes to the Grant Agreement and support (1** project amendment) or reaching
out for exploitation purposes (invitations to conferences, workshops, etc.).

Concerning WP1 objective (2) to establish means of effective communication and collaboration
within the consortium, DAPHNE project management has reported on these means in D1.1
Project and Risk Management Plan [2]. In line with this plan, we have updated the PM Gantt
chart, kept our basic 4-level project structure, used the, in D1.1 [2] described, mailing lists and
tools, e.g., Nextcloud and GitLab, as well as file storages for communication and collaboration
purposes. Updates are that we have migrated the development from a private GitLab instance
to GitHub and initiated a DAPHNE registration procedure to ensure a smooth transition into
(and out of) the project communication platforms and channels. Complementary to these
channels and platforms we use regular WP-specific meetings, bilateral meetings, as well as All-
hands meetings across the entire consortium to ensure accurate and high-quality
communication.

Resulting in WP1 objective (3) the organization of calls and meetings of the consortium, we
have rescheduled our All-hands meetings from every 2 to every 3 weeks from 1 to 1,5 hours.
In these consortium meetings, we discuss administrative and team updates, WP/technical
updates, reporting and deliverable tracking such as news on for example publications and
conferences. The meeting serves the purpose of bringing together all consortium members,
providing relevant information in a structured way, asking for support and alignment if required
and giving everyone the chance to clarify questions that are preferred to be discussed orally
within the whole consortium.
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In addition to these regular general meetings, project consortium has met for the general
assembly meeting once a year. The purpose and general outline of this meeting format have
been elaborated in various documents such as the Proposal, the Grant Agreement or the
Project Plan (D1.1) [2]. Updates are that now, as we are at the end of the second project year,
multiple demo presentations (demo prototype Quickstart, demo on Vega, demo on
CPU/GPU/FGPA, WP5 demo, WP6 demo) complement the WPs and UCs presentations and give
more variety to the meeting. More information on our 1% Review meeting is provided below
(see Chapter 4.2).

WP1 project management reinforces the communication structure devised in D1.1 Project and
risk management plan [2] and reminds the entire consortium to be aware of the objectives and
the related deliverables. Specific internal project management tracking tools are the
deliverable and reviewer tracker, the dissemination and exploitation tracker (see Chapter 3.10)
and the financial tracking; their results are filtered and — depending on confidentiality-level -
reported further within the EU portal and/or our project website [3]. A striking WP1 O4 year 2
milestone tracking update is that the initial end-to-end system prototype that was planned to
be due by project month 24/Nov 2022 has been released already on March 31, 2022 (see
Chapter 4.1).

Moreover, this objective seeks to ensure strategic realignment in case of unforeseen
circumstances. Strategic realignment in project year 2 was necessary in terms of changes to
DAPHNE project team (countermeasures to risks 1 and 2). In the general assembly and in the
following entire-consortium meeting DAPHNE team have discussed the situation that two core
members of DAPHNE (Matthias Boehm and Patrick Damme) are transferring to TU Berlin by
the end of project year 2, resulting in an agreement that TU Berlin should be added as
beneficiary to DAPHNE consortium. The amendment resulting from the agreement including
budget and effort changes has been approved of by the European Commission.

Objective (5) addresses the coordination and quality assurance of reporting efforts. All
submitted reports and deliverables have been accepted and we have received the (reviewer)
feedback that they are of high quality. Yet, we need to include more details, complementing
our cross-referencing, and improve our prototype documentation efforts. Financial controlling,
budget and effort reporting have been carried out, depicting deviations from the original
budget plan, and giving the consortium partners the chance to compensate for these
deviations in the upcoming project periods. The new and current DAPHNE website

[3] shows those reports that are available to the public in the section
on publications.

The central project management endeavors to maintain a general project overview across all
WPs and the budget, to relate the actual work being done to the original project plan and to
ensure effective communication have been carried out in this second project year - with many
lessons learned, such as valuable insights into the management processes from EU to partner-
institution level as well as the importance of a professional team or high responsiveness and
empathy.


https://daphne-eu.eu/
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[M1-M21]

Following an analysis of trends in the space of integrated data analysis and discussions with
our use case partners, a summary of the outcome was one of the tasks completed by WP2.
The result is an open system architecture that fosters extensibility and caters to the needs of
data analysis and data processing in the fields of machine learning (ML) and high-performance
computing (HPC), which was documented in deliverable D2.1 [4]. In addition, D2.2 [1] refers to
the refined overall architecture and key design decisions of the DAPHNE system infrastructure
as an open and extensible system for IDA pipelines, comprising query processing, ML, and HPC.

Major elements are an MLIR-based compilation chain, frame, and matric representations, HW
accelerators and computational storage, multi-level scheduling, a domain-specific language
for linear and relational algebra, and a vectorized execution engine that allows for fine-grained
fusion and parallelism across these heterogenous components. This system architecture and
initial experiments formed the basis for a joint publication by all partners at the CIDR 2022
conference (see Chapter 4.3). The system architecture in its initial specification also considers
the interaction of different persons using the DAPHNE framework and sets the goals of
envisioned deployments in various settings. Furthermore, major design decisions like the use
of MLIR as our central piece of compiler architecture were enabled by the tasks completed in
this WP. D2.2 [1] refers to the refined overall architecture and key design decisions of the
DAPHNE system infrastructure as an open and extensible system for IDA pipelines, comprising
query processing, ML, and HPC. Major elements are an MLIR-based compilation chain, frame
and matric representations, HW accelerators and computational storage, multi-level
scheduling, a domain-specific language for linear and relational algebra, and a vectorized
execution engine that allows for fine-grained fusion and parallelism across these heterogenous
components.

[M1-M48]

In WP3 we also defined the DAPHNE language abstractions in the form of DaphneDSL (a
domain-specific language for integrated data analysis pipelines), and DaphnelLib (a Python API
with lazy evaluation as an additional entry point to simplify adoption). These language
abstractions have been described with sufficient detail of underlying design principles,
supported data types and operations, scoping and polymorphism, control flow, and means of
configuration/extensibility, in D3.1 [5]. In this context, we already described the initial design
of the MLIR-based optimizing compiler, DaphnelR as the central intermediate representation
of the compiler, and future extensions by higher-level built-in operations.
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Since February 2021, we have been actively developing an initial prototype of the DAPHNE
system including the parser, compiler, and runtime as well as build scripts and a continuously
growing test framework. The source code and artifacts as well as development tasks were
initially managed in a private Gitlab repository hosted on premises of KNOW. Since the end of
the first project year until now, we are seeing increasing contributions by many project partners,
which go through a pull-request/review/merge process in order to ensure high quality. A
demonstrator of the prototype was shared in D3.2 [6]. As of March 31, 2022, the initial
prototype has been migrated to a public OSS repository

[7] with Apache v2 license, where development continues in public in order to allow
external reuse and facilitate community building efforts.

[M1-M48]

Our initial design and implementation of the distributed runtime as reported in D4.1 [8] did
not support the execution of fused operator pipelines in a distributed fashion. We refactored
significantly that initial implementation in order to provide such support and improve the
performance speedups that can be obtained through distributed execution. In addition, the
initial distributed runtime was based on the gRPC communication framework. We also
decoupled the distributed runtime implementation and execution from gRPC which was tightly
linked in the past. This makes it easy to extend DAPHNE with any communication framework.
In that context we provided support for distributed execution by integrating DAPHNE with MPI,
in order to leverage its characteristics for improved communication performance, particularly
when fast interconnection networks are available. Furthermore, we extended the I/O support
for using multiple data formats, such as Arrow and Matrix market, in addition to the CSV format.
We also defined and implemented our own DAPHNE file format along with custom
(de)serialization support. Furthermore, we performed some initial experimentation to measure
and quantify the impact of NUMA placement and data locality when executing parts of IDA
pipelines on multi-socket systems. In addition, we initiated the discussion, design, and
implementation for providing basic infrastructure for profiling and logging. Finally, we
extended the documentation support targeting both the user and the developer of the
DAPHNE system, regarding how to use and how to enhance/extend the distributed runtime,
respectively.

[M1-M48]

A key component of vectorized execution in local and distributed runtime environments is
hierarchical scheduling across nodes, multiple heterogeneous hardware devices, and threads
per device. The related discussions and design decisions are closely related to WPs 3 and 4,
with a specific focus on deployment environments and workloads (ML pipelines, task-parallel
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loops, and operator pipelines), task partitioning, scheduling algorithms, queue management,
as well as data and task placement for data-parallel processing of fused operator pipelines and
kernels. Initial work laid the foundation of common terminology, devised, and materialized the
scheduler design in deliverable D5.1 [9], as well as developed and integrated a library of
alternative scheduling primitives (e.g., static and self-scheduling) for exploratory experiments
into the vectorized execution engine. Sparsity exploitation is a major trend across the
software/hardware stack from ML algorithms, over ML systems, to the underlying hardware.
Sparse data and operations in turn have challenging runtime characteristics due to irregular
structures and skew. For that reason, hierarchical scheduling and task planning is a strategic
objective because advanced scheduling algorithms can yield significant performance
improvements by mitigating the resulting load imbalance across workers. Additional work
outside the prototype also investigated additional distribution primitives, collective operations
(e.g., MPI, NCCL), parameter servers, and similar distribution strategies. In ongoing and future
tasks, these topics are brought together for holistic hierarchical scheduling.

[M1-M48]

The integration of computational storage in DAPHNE requires the availability of devices
supporting code offload, from the hosts where DAPHNE is run. WP6 started with a review of
the state of the art and of the gaps that exist in the area of computational storage (deliverable
D6.1 [10]). In particular, we have identified existing computational storage platforms and
realized that none of them supports extended Berkeley Packet Filters (eBPF) code offload. We
developed a software framework for eBPF code offload, called Delilah (described in deliverable
D6.2 [11]) that we have implemented on the Daisy platform. The Daisy platform was not
equipped with the FPGA blocks that make it possible to connect it with its environment (i.e.,
the host via PCle, local DDR4 memory or the direct attached M.2 SSDs). We developed this
block design and made it available on-line so that it can be used more easily by a larger
community. With Delilah, we are now ready to integrate computational storage with DAPHNE.
We also explored alternative computational storage platforms, including Samsung SmartSSD
and the combination of FPGA and SSDs connected via a PCle switch. We will thus be able to

compare different approaches to computational storage, using DAPHNE.

We implemented 1/O kernels that support read and write operations where a data object (e.g.,
a table or a matrix) is read or written in its entirety to file. In terms of data representation, the
current DAPHNE prototype supports common data formats for matrices and frames (CSV,
Parquet, Matrix Market), as well as DAPHNE binary data format. The prototype integrates
existing access libraries (Arrow and Parquet).
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[M1-M48]

The integration of hardware accelerators in DAPHNE as initially discussed in D7.1 [12] was
driven further to refine the design and eventually integrate first operations of GPU and FPGA
accelerators. These operators or kernels are important for the exploitation of state-of-the-art
hardware setups and to reach high performance in data processing. In the domain of GPU
processors, the supported operations range from common unary and binary arithmetic over
linear algebra to machine learning specific kernels commonly applied in neural networks.
Additionally, supporting a certain type of hardware accelerator brings along the need for
kernels that deal with context creation and device initialization, to keep track of the handles to
their API and other specifics. The memory management aspects of these devices are wrapped
inside their respective classes and data handles and details of its representation is organized
in so-called meta data object. This structure enables fine grained data placement decisions. For
GPU computing we rely on the CUDA API and the hardware that supports it to a large extent.
However, an initial integration of OneAPI is pending integration in the code base to further
extend the list of supported devices in this category and not solely rely on the products of a
single vendor. This initial integration also drives the documentation efforts of extensibility to
guide potential third parties in the endeavor of adding functionality to DAPHNE. The second
major family of hardware accelerators, namely FPGA, has also seen the successful development
of important operations like quantization or general matrix multiply (GEMM) and an initial
integration of an Intel Stratix based accelerator. Further operations are either pending to be
integrated into the DAPHNE code base or intended to be accessed through abstraction layers
like the virtual vector library. In order to simultaneously exploit these heterogeneous devices,
we started to add the functionality of running fused pipelines through our vectorized execution
engine on them. This integration not only enables us to further exploit available resources but
also gives us the opportunity to add tuning knobs for scheduling and load balancing where
extra care needs to be taken to cater to every device's needs. Regarding input and output, as
the utilization of accelerators usually implies a certain cost of pushing the task to the compute
units and pulling the result back to main memory. Further efforts of more specialized work
dealing with SIMD exploitation, performance models and code generations is conducted
outside of the DAPHNE framework (with the intent of later integration). The deliverable D7.1
[12] further details our efforts of design and integration of hardware accelerators.

[M1-M48]

Within WP8 regular monthly meetings were coordinated to align on the implementation status
of the pipelines and possible extension to DaphnelLib and DSL as well as the preparation for
the first Review meeting. The individual use case partners worked on their specific use case
implementation:
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DLR:

DLR worked on streamlining the LCZ classification pipeline. This included the generation of LCZ
maps at country scale. In this context, we worked on implementing our pre-processing pipeline
(mosaicking cloud free images) outside of Google Earth Engine allowing for better control of
the used resources. Additionally, the pre-processing and inference pipeline was rolled out to
an HPC environment. Furthermore, we worked on the model calibration, allowing for improved
aggregation of multiple LCZ predictions and conducted further studies on the geographic
transferability of models.

DLR will work on further improving the geographic transferability of the models and scaling
out our processing pipeline. Furthermore, we are looking into studying cities at finer scales, i.e.,
mapping building functions from remote sensing images.

IFAT:

A Python demonstrator pipeline has been created, including a pre-processing step with scikit-
learn, different models (Random Forest, SVC, CatBoost, densely connected neural network with
Keras (with dropout)) were tested and compared against each other. There is an option to
perform hyperparameter tuning (optuna) and to evaluate the performance with suitable met-
rics. As a result, we calculate tuning success probabilities based on equipment condition (indi-
cated by sensors) and recipe data. The scalability was tested; it appears we can use the same
model for all equipment of the same type and have a potential of improving uptime by more
than 2%. It is vital to provide these probability values to the dispatching system, so they can
be acted upon.

Outlook: There will be a master student researching a predictive maintenance optimized deep
learning model for this use case (starting Dec. 2022 for 8 months). The current endeavor is to
migrate the pipeline from a custom MySQL database to the APC/FDC system employed within
IFAT. This will enable us to roll out this use case in production and reap its benefits mid-2023.
For the deployment we will also have to find a smart way to integrate it into pre-existing dis-
patching rules.

KAI:

In the course of a bachelor thesis project, different parts of the initial pipeline implementation
have been investigated. Thereby, the bottlenecks were identified and partly addressed. Special
focus was also given to the evaluation of several implementations of the so-called “polyline
simplification” routine — a problem mainly described in cartography to reduce the number of
data points. By selecting the proper algorithm implementation, a performance speedup of a
factor of about 24X was demonstrated.

Meanwhile, the focus on the KAI pipeline implementation was put on creating a small Python-
based pipeline architecture, that reads individual processing steps from a configuration file. It
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can read various data formats into a data frame object and passes the data along several pipe-
line stages. This will be the basis for further performance investigations and possible enhanced
use case scenarios.

In November 2022, a student project has been started to develop and investigate an unsuper-
vised ML model for detecting anomalies in the time-series data files provided within the ma-
terial degradation Use Case. An expected outcome will be additional stages such as data clean-
ing and inference for the pipeline implementation.

AVL:

Within the Automotive Vehicle Development Case Study “Ejector geometry optimization for
fuel cells”, the focus was directed towards the design of experiments (DoE) workflow. While
continuously growing the training data set, the prediction quality of the optimizer could be
improved, leading to a smaller number of required simulations for the verification. As a next
step, the DoE loop should be fully automated. Furthermore, adding new simulation results to
the database is sought to improve the prediction quality of the optimizer.

In the second case study “Virtual Prototype Development”, a demonstrator (which is capable
of creating artificial training data and running a Gaussian process regression) has been created,
analyzed and its bottlenecks have been identified. Here it is sought to improve the training
data generation process. As possible scenario, the use of genetic algorithms for refining the
data generation pipeline were identified and will be investigated in the next reporting period.
Finally, the existing ML model will be retrained using the new data.

WP8 created common terminology and a joint understanding of requirements via regular joint
meetings for in-depth discussions of the individual Use Cases (including knowledge sharing
between partners), the use case descriptions, and ML pipeline implementations. A major
outcome of these discussions are the Use Case pipelines documented in D8.1 [13], which serve
as example top-down use cases for the DAPHNE system infrastructure and real-world
benchmarks. During these discussions, we already identified future work for improvements of
the individual pipelines and relevant measurements to quantify the use case improvements
achieved through DAPHNE (in terms of development productivity and runtime performance
for training and scoring).

[M1-M48]

Based on the real-world Use Cases and the survey of existing benchmarks, the partners of WP9
defined an initial version of DaphneBench, an internal benchmark that allows to quantify the
overall progress of the DAPHNE prototype at all levels of the system stack in D9.2 [14].

In addition to the definition of the DaphneBench, WP 9 started developing a benchmarking
prototype that follows the DaphneBench and discussed with WPs 2-7 how to make low level
runtime tracing and performance information available for the benchmarking toolkit.
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[M10-M48]

The primary objective of dissemination and exploitation is a broad and open sharing of the
project results via publications and talks, dedicated networking efforts, and an open-source
reference implementation. In project year 2 these activities have been re-defined in D10.1
Refined Dissemination and Exploitation plan [15] and have been carried out accordingly.

In the first task of this WP T10.1 - which is the only active task until M24 - Continuous
Dissemination via Publications and Talks [M10-M48, Lead: KNOW, Participants: all, Effort:
13PM] - complementary to the core research WPs (that also perform dissemination via scientific
publications, which is interleaved with the actual research) — the broad scope of publications,
talks and events that have been organized or co-organized are being listed and further
communicated via the EU portal and conveyed to the public via our DAPHNE website [3]. The
dissemination tracking document is sent out every 3 months asking project partners to provide
details concerning their DAPHNE-related activities and update the listed items. The
publications and talks are inter-linked and can therefore be accessed easily. The organization
of the dissemination tracker is an admin task on its own, but important as all relevant
dissemination activities must be recorded. These publications and talks arising from DAPHNE
project work are also presented and discussed in our regular All-hands meetings and posted
via our DAPHNE social media or partner lead accounts.

Thus, the lists in the appendix of this document give an overview of our publications and talks
throughout the project runtime till now (M1-M24). 31 publications and 46 talks are listed and
directly link to the source material. The DAPHNE consortium has been focusing primarily on
top-tier conferences and journal publications in the research communities of DM, HPC, and ML
systems. We have achieved to promote DAPHNE in the central venues of data management,
such as VLDB and SIGMOD as well as workshops organized by the European Big Data Value
Association (BDVA16), with Stefanie Lindstaedt (the CEO of KNOW) being a BDVA board
member as well. One highlight to be pointed out particularly for project year 2 was the DAPHNE
prototype release announcement at CIDR2022 in January (see Chapter 4.3).

In addition to the listed publications and talks we have also connected to similar projects such
as EVEREST or eFlows4HPC exploring synergies within ML/DL systems and system support,
architectures for gathering heterogenous data, language abstractions, intermediate
representation, methods for extreme-schale analytics, e.g. combination of ML models,
simulations and subsequent data analysis in different use cases, standardized interconnection
methods, e.g., runtime integration, HPC libraries as well as data fusion and data integration
technologies. In the upcoming project months 25-28 we plan to, in addition to the 2"
workshop for ICT-51 project, organized by the BDVA, reach out to particularly those two
projects as well to define the areas in which we would like to cooperate in more detail.
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As complementary dissemination and exploitation measures to maximize impact - in addition
to publications and talks and exploring synergies by reaching out to similar projects - we have
contributed to benchmarks and standards and have open-sourced DAPHNE reference
implementation. We have started to facilitate real-world data or datasets with similar
characteristics to simplify reproducing our experimental results and allow incremental progress
at all levels (from system infrastructure to use case studies) by the scientific community at large.

Eventually, as planned we have created and launched our DAPHNE website

[3] which communicates the project idea and objectives clearly. The website gives a
general overview of the project, presenting news, listing all consortium partners, referring to
the EU’s Horizon 2020 research and innovation program, displaying a regularly updated list of
publications and talks including the public deliverables, presenting the DAPHNE use cases, and
showing a contact form for visitors to get in touch. The website also invites to visit the open-
source community on GitHub and follow DAPHNE project on social media. To reinforce the
open-source strategy of DAPHNE the displayed publications and talks are inter-linked.

Regarding DAPHNE major target groups, our dissemination efforts address system or data
engineers that are designing and operating robust infrastructures, and application users that
are mostly concerned with productivity and accurate predictions. The system itself and its
open-source strategy as well as multiple dissemination and exploitation efforts — publications,
conferences and talks, website, and social media, but also lectures and teaching - have been
mobilized to attract these target groups. Feedback loops with these additional users and
stakeholders enable us to improve DAPHNE system. Inconvenient or not directly applicable
user requests are retained for potential joint follow-up research or industry projects with these
users, which is also part of our go-to-market strategy.


https://daphne-eu.eu/
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On March 31 we released DAPHNE into open source. The release at that time was purely
making the code base plus documentation available to the general public via a GitHub
repository [7]. Later this year, in October, we
released our first software artifact resulting in DAPHNE release 0.1. The focus of this first release
was to provide a first set of algorithms implemented in DAPHNE’s domain specific language
(DSL) to have stable running show case for interested users. Thus, our efforts towards the time
of release were focused on improving documentation of the internals for developers and the
DSL for users. The release artifacts materialized in three main components besides various
checksums and digital signatures to verify the authenticity of the provided materials. Two
packed archives containing compiled and runnable binaries (for the common 64-bit X86
architecture) and one containing a snapshot of the source code that was used to produce the
compiled binaries. For technical reasons (library linking issues) we provided two downloadable
binary release archives with and without GPU support (using the CUDA library) as we wanted
to provide a smooth experience for a wide audience without the need to install this extra
proprietary dependency. The consortium decided on a six-month release cadence which would
leave the next release to be expected in April 2023.

The 1°* Review meeting of DAPHNE project took place on July 6, 2022. In this meeting
DAPHNE WP-Leads covered in addition to an introductory overview DAPHNE Use Cases and
benchmarking, compiler and system infrastructure, runtime and scheduling, computational
storage and accelerators, a live demo of DAPHNE as well as an overview of the financial
situation and a joint discussion on the innovation potential of DAPHNE.

The feedback received was satisfying in the relevant sections - overall assessment, objectives
and work plan, impact, implementation and resources, deliverables as well as milestones.
Items, that we could improve, were also mentioned such as increased documentation and
social media efforts, as well as closer inter-connectedness across work packages. These
recommendations motivated us to improve these items immediately. We have developed a
roadmap including aspects to be considered and tasks to be carried out based on these
recommendations, e.g., we added a feedback loop to our weekly social media updates to
track which activities have been carried out and which got stuck internally or we have agreed
to communicate the strong collaborations across DAPHNE WPs with more emphasis in the
next outside expert meetings.
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The dissemination tracker document (see Chapter 3.10 above) gives an overview of DAPHNE-
related conferences and workshops. A few of them were particularly interesting and should
thus be documented in this annual report.

CIDR 2022

CIDR 2022 - the Conference on Innovative Data Systems Research (CIDR) — took place in Santa
Crugz, California from January 9-12. This conference is a highlight of project year 2 in DAPHNE,
because the paper entitled "DAPHNE: An Open and Extensible System Infrastructure” [16]
presented by Matthias Boehm and including the whole consortium as authors is regarded as
primary and central scientific paper depicting DAPHNE system. It describes the overall DAPHNE
system architecture, its key components, and the design of a vectorized execution engine for
computational storage, HW accelerators, as well as local and distributed operations, thus
making a case for IDA pipelines. CIDR as high-quality conference served as perfect platform to
announce the release of the DAPHNE prototype for March 31, 2022. On top of that, this
conference was used as networking event, promoting DAPHNE within a highly motivated,
competent, and promising target group of computer science and data management experts.
Covid-restrictions and travelling were a bit of a challenge; yet representing DAPHNE at such a
prestigious venue and reaching out to many new contacts we could connect to from there (via
social media), the extra travel efforts were worthwhile.

German Spring DB Symposium

The "Fachgruppe Datenbanksysteme" - FG DB (Special interest group for database systems) is
part of the "Gesellschaft fir Informatik” (Society for Computer Science). The FG DB Spring
Symposium is a bi-yearly symposium organized by the FG DB and is an important event for
the German database community. The Symposium gives participants the opportunity to
exchange current research with other research groups around Germany and with
international industry partners. In the context of this symposium, the DAPHNE project was
presented to the German database community, and project partners got valuable feedback.

In detail:

(1) Matthias Boehm was one of the speakers. He presented the DAPHNE project and the
DAPHNE CIDR paper.

(2) Pinar Tozuin was a speaker and presented on the DAPHNE-related topic: "Toward
Hardware-Conscious Data Science."

(3) Tilmann Rabl and Nils Strassenburg, together with industry partner Snowflake Inc., were
the main organizers of the event.

(4) Five DAPHNE Project members participated in the event.
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ISPDC 2022 (21°! IEEE International Symposium on Parallel and Distributed
Computing)

The DAPHNE team at UNIBAS (leading WP5) organized the ISPDC 2022 conference in Basel.
Parallel and distributed systems for scientific workflows and large-scale applications is a
major topic in ISPDC 2022. One of the keynote speakers (Rosa Badia), the scientific and
technical coordinator of the eFlows4HPC project, presented the project and their
achievements. Patrick Damme (DAPHNE team at KNOW) also presented the DAPHNE project
and achievements. The event and these two presentations resulted in discussions about
potential synergies between DAPHNE and eFlows4HPC. The two teams discussed the
workflow execution strategies of DAPHNE, and the way they can benefit from the
eFLows4HPC infrastructure. They also discussed the way the eFlows4HPC infrastructure can
benefit from DAPHNE as a software in the software catalog that eFlows4HPC supports. The
discussion led to several DAPHNE members attending the eFlows4HPC workshop in the fall
of 2022.

eFlows4HPC Workshop

On September 14, 2022, the EU funded project eFlows4HPC organized a workshop at the
Barcelona Supercomputing Center (BSC). Several members of the DAPHNE consortium
attended. This project is conducting research in the related field of high-performance
computing (HPC) and focuses on making HPC infrastructure more accessible and therefore
better utilized by capturing problems in preconfigured workflows that can contain several
software packages that are orchestrated by their solution. As DAPHNE fits in as one of these
software packages we engage in discussion with this project concerning further collaboration
and integration of the DAPHNE framework in eFlows4HPC.

ERK 2022 (31 International Electrotechnical and Computer Science Conference)

A poster about the DAPHNE project has been presented at ERK 2022 (31* International
Electrotechnical and Computer Science Conference) in Portoroz (Slovenia), during the IEEE
Slovenia Computational Intelligence Society Chapter meeting and technical paper
presentations on September 20, 2022. The ERK conference brings together the computer
scientists and electrical engineers in Slovenia and broader, while also offering the opportunity
for IEEE members to present their annual achievements.

The poster presentation emphasized the work on DAPHNE system architecture and Use
Cases, while also promoting the website of the project [3], presenting the invitations to the
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open-source community [7], and referring to the DAPHNE developers mailing list. Presenting
the poster at ERK aimed at promotion among Computer Scientists in Slovenia and
internationally. The attendees of the conference also included several HPC Vega
supercomputer users, which resulted in discussions about further exploitation of the DAPHNE
project results.

BDV ICT-51 Projects Workshop

At Big Data technologies and extreme-scale analytics Projects Workshop (Horizon ICT-51-
2020), organized by Big Data Value Association (BDVA) in collaboration with project EUH4D
(European Federation of Data Driven Innovation Hubs), on September 27, 2022 (online), the
DAPHNE project has been presented by Ales Zamuda (UM) and Eva Paulusberger (KNOW)
with the aim to engage for future road-mapping and creating a community around the topic
in extreme-scale data analytics.

During the presentation, we had the opportunity to channel our work towards the activities
of BDVA, especially in relation to Data Sharing Spaces and standardization. We have
highlighted the specific technical and non-technical progress of the DAPHNE project, our Use
Cases, the main lessons learnt so far, and contributions to road-mapping activities in the field
of extreme-scale data analytics. The workshop has allowed us to reflect on the value and
needs for collaborating with other ICT-51 projects (MORE, SELMA, VesselAl, EVEREST, and
MARVEL), and how to federate our data sets and services under EUH4D.

This deliverable has provided insights into project work within DAPHNE, particularly in the
second project year. In general, we are very satisfied with the progress we have made so far on
technical, team-work and administrative level and strive to continue our efforts in the third
project year. We are planning, in accordance with the project plan, to bring the bottom-up
developed DAPHNE system closer to the top-down developed use cases. Thus, we are planning
a use case workshop for Q2/2023 but also stay in line with the research focus of the research
and innovation programme. Moreover, we put our efforts towards sticking to our DAPHNE
artifact release schedule with a release cadence update every 6 months, expecting v0.2 release
by April 15, 2023. DAPHNE future will be discussed more specifically in our General Assembly
meeting, coming up on December 7, 2022.
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